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of Hot Carrier Trends in the Scaling of

Metal-Oxide-Semiconductor Field-Effect Transistors
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Abstract—A full-band Monte Carlo (MC) device simulator has
been used to study the effects of device scaling on hot electrons
in different types of n-channel metal-oxide-semiconductor field-
effect transistor (MOSFET) structures. Simulated devices include
a conventional MOSFET with a single source/drain implant, a
lightly-doped drain (LDD) MOSFET, a silicon-on-insulator (SOI)
MOSFET, and a MOSFET built on an epitaxial layer on top of
a heavily-doped ground plane. Different scaling techniques have
been applied to the devices, to analyze the effects on the electric
field and on the energy distributions of the electrons, as well as on
drain, substrate, and gate currents. The results provide a physical
basis for understanding the overall behavior of impact ionization
and gate oxide injection and how they relate to scaling. The
observed nonlocality of transport phenomena and the nontrivial
relationship between electric fields and transport parameters in-
dicate that simpler models cannot adequately predict hot carrier
behavior at the channel lengths studied (sub-0.3-�m). In addition,
our results suggest that below 0.15�m, the established device
configurations (e.g., LDD) that are successful at suppressing the
hot carrier population for longer channel lengths, become less
useful and their cost-effectiveness for future circuit applications
needs to be reevaluated.

I. INTRODUCTION

T HE metal-oxide-semiconductor field-effect transistor
(MOSFET) has undergone many changes in the last

decade in response to the constant demand for increased speed,
decreased power, and increased packing density. Channel
lengths and supply voltages have been decreased to meet
these requirements. Although the applied bias voltages have
dropped, small channel devices are generally characterized by
the presence of high electric fields and high energy (or “hot”)
electrons that create reliability problems for the transistor.
Carriers may acquire enough energy to be injected into the
gate oxide, and damage of the insulator may follow [1]–[3].
Hot electrons also undergo impact ionization, leading to the
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presence of a substrate current which can trigger parasitic
bipolar action [4].

While there has been a high degree of success in scaling
devices down into the submicron regime, using somewhat
empirical guidelines, it is not well understood what the actual
limits of MOS technology are. One of the key issues is to
control the effects of hot carriers, by limiting bias voltages and
adopting structural changes, in a way that yields satisfactory
transistor performance and lifetime. Drain biases for standard
MOSFET’s are expected to be lowered to about 1.8–1.5 V,
and to 1.0 V for low-power portable applications, as the gate
lengths approach 0.1 m or go even below. In this deep
submicron range, it is difficult to formulate simple scaling
rules by drawing from intuition and prior experience, since
the details of the carrier transport are dominated by nonlinear
effects.

Until now, it has been possible to routinely conduct
accelerated-stress testing, from which information is gathered
to improve the process flow. However, the cost of implemen-
tation of new technologies is rising very sharply, and it is
more and more desirable to rely on computational tools to
assess the performance of new structures before fabrication is
attempted. Device simulation therefore can be used to reduce
the number of design iterations that are needed to achieve
acceptable transistor performance and reliability.

The purpose of this work is to study the effects of different
scaling techniques on hot carrier behavior in various kinds
of n-channel MOSFET structures. In order to resolve hot
carrier effects, one needs to use a simulation approach that
can give the energy distribution of carriers and can account
for the details of the semiconductor band structure at high
energies. Monte Carlo (MC) methods solve statistically the
Boltzmann transport equation and provide directly a sample
of the carrier distribution function by simulating the history
of a large number of particles [5], [6]. While MC approaches
have the drawback of requiring large computational resources,
it is relatively straightforward to include the bandstructure by
using numerical tables of arbitrary accuracy [7], [8].

The reader should keep in mind that it is not our intention
to directly compare the several device types we consider
here. Many different aspects, besides the physical features we
examine, must be considered when specific structures or tech-
nologies are adopted for application in extreme device scaling.
The several reference devices we start from, to formulate our
scaling examples, are chosen to be reasonable examples on
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their own, but do not necessarily represent direct competitors
for the same application, and they are certainly not optimized
for such a purpose. A comparison in this terms would end up
being largely unfair. A number of choices and tradeoffs had
to be made in the overall physical model and the limitations
of the assumptions should always be kept in mind for a
correct interpretation of the results. Also, we focus mainly on
interesting hot carrier features, while other important aspects
like transconductance or threshold control, to name a few, must
be carefully considered for technology assessment and design.

II. M ONTE CARLO MODEL

Since our goal is to examine a fairly large parameter space
in the attempt to achieve a general understanding of scaling
trends in the deep submicron regime, a tradeoff is necessary
between physical model detail and computational efficiency.
The numerical bandstructure included in the MC simulator
used here is limited to the first two branches of the conduction
band, since they cover most of the energy range of practical
interest. The bandstructure is calculated using the empirical
pseudopotential model of Cohen and Bergstresser [9], with
form factors taken from [10]. The scattering model is limited
to energy dependent scattering rates. A more exact scattering
model should include anisotropy of the scattering rates and of
the deformation potentials on which they are based, over the
equal energy shells of momentum space. However, such an
approach would require enormous tables for transition rates
between individual momentum states. To-date it has found
application only in very detailed bulk transport calculations
[11], [12], and it is not deemed necessary nor practical for
device simulation. The scattering mechanisms considered here
include intervalley acoustic phonon scattering, and -type
X-X intervalley phonon scattering, X-L intervalley phonon
scattering, ionized impurity scattering, and impact ionization.
We use Ridley’s statistical screening for the ionized impurity
scattering calculation [13], [14], and Kane’s model for impact
ionization [15]. The total scattering rate is adjusted at high
energies so that it follows the total density of states [1]. Room
temperature is assumed for all simulations.

Self-consistency is obtained by solving the Poisson equation
to update the electron forces during the simulation. We use a
finite differences discretization approach over a nonuniform
rectangular mesh. Since only electrons are simulated as par-
ticles, for simplicity holes in the substrate are assumed to be
in quasi-equilibrium, and are accounted for by a nonlinear
term in the Poisson equation, requiring the use of a Newton-
iteration method for the solution. The long-range electron-
electron interaction (electron-plasmon scattering) is included
implicitly by solving the Poisson equation at closely spaced
time intervals (typically, 1 fs or less). This is not a problem,
because our MC implementation is based on an ensemble
constant-time technique [16] which optimizes the evaluation
of particle flight trajectories by using a very short time step.
We do not include a separate scattering rate for short-range
interaction (electron-electron scattering) since the procedure is
very computationally intensive and would lead to prohibitive
execution times in our attempt to examine a wide range of

devices and bias conditions. In addition, it is quite difficult
to include exactly the effect with a separate electron-electron
scattering rate in a rigorously physical way for a highly
nonuniform structure solved self-consistently, without risking
to double count part of the coulombian effect when Poisson
equation is solved at the same time. A molecular dynamics
approach [5] for evaluation of the forces is ideally a more
natural way to include the entire coulombian interaction, but
the overall computational cost involved remains too chal-
lenging for device applications. Some controversy still exists
on the actual importance of the effect on channel transport
[17]–[19]. The lack of a component of the overall electron-
electron interaction will certainly have an influence on the high
energy tail of the carrier distribution at energies at and above
the level corresponding to the voltage bias. The estimation of
gate currents depend on the detailed knowledge of such tails.
Therefore, gate current results should be taken with caution
and with full understanding of the underlying assumption that
in our calculations the electron-electron scattering is accounted
for to the extent that coulombian interaction is resolved by
the very fine mesh that we adopt for Poisson equation, with
the electron density assigned on the mesh points by a two-
dimensional (2-D) cloud-in-cell scheme [5].

In the channel, we still adopt a fully classical model
without explicit introduction of quantization effects. We do
not expect quantum corrections to be significant for the present
investigation focusing on hot carrier effects, with biases well
above threshold.

A variance reduction technique is used to improve the sta-
tistics of the high energy tails [20] for the simulated particles.
Each MC particle is assigned a weight which corresponds to
the number of electrons that the particle represents, and the
weights of the particles are adjusted to sample underrepre-
sented regions of phase space. The use of variance reduction
techniques extends the resolution of the simulated particle
energy distribution by several orders of magnitudes, virtually
eliminating the statistical noise in most of the practically
relevant energy range.

The substrate currents and the current injected into the oxide
are good indicators of reliability. The estimation of substrate
current is accomplished by using

(1)

where is the electron charge, is the channel coordinate,
is the energy distribution of electrons integrated over

the channel cross section, and is the impact ionization
rate. Evaluation done by counting the number of actual impact
ionization events in the MC simulation leads to similar results
but fairly long simulation times are necessary to smooth out
the noise.

An estimation of the gate current can be accomplished
by using

(2)
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where is the carrier density, is the probabil-
ity to cross the oxide interface, and is the current
density of electrons hitting the oxide interface, which is
obtained from the MC simulation. The term
includes tunneling, image lowering of the barrier, and a
probability of being backscattered due to collisions in the
oxide.

This gate current estimator is simplified, in the sense that
it uses an energy distribution of probability. It is also for-
mulated for an ideal interface, using a standard approach
of quantum mechanics, where the transmission coefficients
can be evaluated with a classical WKB scheme or a more
precise Airy function expansion approach. Similar estimation
of gate currents can be obtained by counting the particles
crossing the oxide interface, but extremely long simulation
times are required to collect the statistics, even when the
variance reduction is employed, and the same limitations of
the physical model would apply.

It is very difficult to capture the physics of what happens
at the interface. There are process dependent parameters that
should be considered (namely, the roughness of the surface)
and the actual oxide bandstructure, which is only known
approximately and in an average sense. In addition, transport
of injected carriers in the oxide should be carefully considered.
Ultimately, a detailed atomic level model would be necessary
to really produce a complete theoretical understanding of the
oxide injection of carriers. In more practical terms, careful
measurements for the behavior of a specific technology are
necessary to achieve a quantitative calibration of
in the equation above. These considerations on the physical
model are in addition to the fact that there may be some
uncertainty in the actual shape of the high energy tail of the
distribution function when the electron-electron interaction is
not completely accounted for. Therefore, one should take the
results presented here for their trends, rather than as absolute
data, in the absence of accurate experimental verification. The
scaling of gate currents should be reasonably correct, but
we expect that the current levels predicted by the quantum
mechanical model will always overestimate the injection levels
from silicon to oxide because of the idealized nature of the
model.

The simulation software was designed to run with reason-
able efficiency on average computer workstations. All the
simulations reported here were executed on Hewlett-Packard
735 and C-100 workstations. A typical simulation, with 10 000
particles and a nonuniform grid with nodes for the
Poisson equation, requires approximately 30 MB of RAM.
On the Hewlett-Packard 735 workstation, about 2500 self-
consistent iterations per hour are executed, where one iteration
normally corresponds to a time step of 1 fs or less.

III. SUMMARY OF SIMULATED STRUCTURES

In this work we have examined four basic MOSFET struc-
tures. The first device is the simple “conventional MOSFET”
which is schematically shown in Fig. 1(a). This structure is
useful for more than a reference, since an interest in the
simplest form of the MOSFET has been revived by the

(a) (b)

(c) (d)

Fig. 1. Schematic diagram of simulated devices: (a) conventional MOSFET,
(b) LDD MOSFET, (c) SOI MOSFET, and (d) EPI MOSFET. Black regions
correspond to contacts, and grey areas represent oxide.

need to reduce as much as possible the device footprint in
extreme scaling applications. The rationale behind this is
that with the reduction of biases it might be unnecessary
to use specialized geometries that are designed to control
hot electron generation, while involving more fabrication
steps and larger contact areas. One should keep in mind,
however, that threshold control is a serious problem to be
resolved for ultra-small structures of this kind. We assume
that an arsenic implant is used to create the source and drain
regions. The doping profiles for the source and drain are
modeled with hemi-Gaussian profiles, where the doping peaks
at the Si/SiO interface and decreases with distance into the
substrate. Lateral diffusion of the source and drain regions
(also modeled with hemi-Gaussian profiles, in the horizontal
direction) provides a 0.05-m gate-to-source and gate-to-drain
overlap for all channel lengths. The doping profile in the
channel is formed by two boron implants in addition to the
background doping. A punchthrough implant is modeled by a
full-Gaussian profile in the vertical direction, with its peak at
the source and drain junction depth. Finally, a threshold-adjust
implant is implemented by another vertical hemi-Gaussian
profile with its peak at the Si/SiO interface. The junction
depths for the contact diffusions are: 0.1-m (0.3- m gate);
0.05- m (0.15- m gate); 0.025-m (0.075- m gate).

For simplicity, complete ionization of dopants is assumed,
although deep in the contacts we limit the effective ionized
doping at a maximum value of approximately cm
with the intent to reduce the number of simulated particles.
Beyond the boundary where this value is attained by the
doping profiles, the regions are treated as ideal injecting
contacts. Careful tests have been conducted in all cases, to
ensure that no appreciable voltage drop is neglected in the
contact regions.

The second device that we analyze is the lightly-doped drain
(LDD) MOSFET, shown in Fig. 1(b). This type of structure
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has been very important for control of hot carriers, by reducing
the fields at the drain-channel junction with the addition of
a transition region of lower doping than in the contact. The
lengthened drain contact provides a softer acceleration profile
in the high field region and more room for energy relaxation by
scattering, effectively reducing the high energy electron tail.
This improvement comes at the cost of a somewhat reduced
drain current drive capability, larger device area and additional
processing steps. In each of the LDD devices studied here,
the gate completely overlaps the LDD regions, reducing the
possibility of external channel pinchoff. In some cases, the
gate also overlaps part of the heavily-doped source and drain
regions so that the total overlap between gate and source
and gate and drain was 0.05m for all devices. The same
contact junction depths as above are used for the highly doped
regions. The additional LDD regions have junction depth
0.05- m (0.3- m gate); 0.025-m (0.15- m gate); 0.0125-m
(0.075- m gate).

The third device that we consider is a fully depleted silicon-
on-insulator (SOI) MOSFET shown in Fig. 1(c). The MOS
structure is formed on a very thin epitaxial layer of silicon
which is grown on top of a thick layer of substrate oxide. In the
simulations we assume that the source and junction depths are
equal to the width of the top layer of silicon. Note that in the
results below, values of asubstratecurrent are shown also for
the SOI device. This current is simply the result of applying (1)
to the carrier distributions obtained from the MC simulation, as
an indicator of overall impact ionization processes. Obviously,
holes would not be collected by the substrate, because of the
thick substrate oxide barrier. Since holes would mainly be
collected by the source or recombine, they actually cause a
slight change in the drain current. This effect does not affect
significantly the results, since the drain current is much larger.
For uniformity, we decided to plot the carrier generation by
impact ionization for SOI devices together with the substrate
current results for the remaining structures. One should also
keep in mind that this is only one of the many possible SOI
structures. The results presented here should not be interpreted
as a general evaluation of SOI technology performance.

Finally, we examine the epitaxial (EPI) MOSFET [21],
shown in Fig. 1(d). The structure consists of an almost intrinsic
epitaxial layer of silicon in which the source and drain are
formed. A heavily p-doped “ground plane” is added, which
acts as a punchthrough stopper and controls the threshold
voltage. The source and drain junction depths are equal
to the thickness of the epitaxial layer. The same contact
junction depths are used for the SOI and EPI examples
0.02- m (0.3- m gate); 0.014-m (0.15- m gate); 0.01-m
(0.075- m gate).

IV. SCALING CRITERIA

In this work, particular versions of the well-known “constant
bias scaling” and “quasi-constant bias scaling” techniques
have been applied to the four n-channel MOSFET structures
introduced above. In both techniques, starting from a reference
structure, the channel length is scaled by a factor For
the oxide thickness we choose to scale as , which is

a fairly conservative approach. Here, is simply a chosen
parameter, larger than 1. The junction depth is scaled by
but when the structure contains a thin epitaxial layer of silicon,
the thicknesses of the epitaxial layer and the junction depth are
both scaled by The junction depth is conventionally
defined as the distance from the top interface at which the
donor doping is equal to the background acceptor doping.
Unless otherwise noted, the length of the source and drain
regions and the overlap between the gate and the source and
between the gate and the drain are kept constant at 0.2 and
0.05 m, respectively. The background doping and the peak
values of the doping profiles in the region between the source
and drain are increased by a factor ofThe peak value of the
doping used to evaluate the profiles in the source and in the
drain regions is kept constant at cm but the extent
of the lateral diffusion under the gate is modified so that the
donor doping at the end of the overlap region is always equal
to the acceptor concentration at the interface in the channel
region. Since the acceptor concentration is raised with scaling,
the donor doping in the overlap region is increased.

In constant bias scaling, the applied biases are kept constant
as the device is scaled. This approach is used in practice only
over limited ranges of channel lengths, for integrated families
that share the same type of bias sources. When applied in
general, constant bias scaling provides a useful “worst case”
scenario for the understanding of the limits of high energy
transport. In quasi-constant bias scaling, the biases are scaled
by a factor

Of course, in practical device design there are no fixed
scaling rules and many different variations are implemented
routinely in new families of integrated devices. In particular,
as better quality oxides can be grown at lower cost, many of
the newer commercial devices are built with much thinner gate
oxides than it was ever thought possible just a few years ago.
In our simulation work we have adhered to the well defined
scaling rules outlined above in order to arrive at systematic
analysis of the trends. However, one should keep in mind that
the simulation approach is general and any scaling strategy
could be implemented within the same framework.

V. SIMULATION RESULTS

In the MOSFET simulations illustrated below, we use as
reference the following bias values: source bias V;
backgate bias V; drain bias V; gate bias

V. This condition is applied to all simulations in the
case of constant bias scaling. For quasi-constant bias scaling,
the above bias condition is applied to the devices with channel
length 0.3 m as a starting point, and when the channel
length is scaled down by a factor , bias voltages are
scaled by For all the MOSFET structures examined
here, we consider three gate lengths: 0.3, 0.15, and 0.075m,
corresponding to two consecutive scaling steps with
For the three devices, starting from the 0.3-m channel, we
have oxide thicknesses of 9.9, 7.0, and 5.0 nm. While we
note, again, that this is a conservative choice, more aggressive
scaling could be readily used by the simulator. For all cases,
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(a)

(b)

Fig. 2. (a) Distribution of the electric field parallel to the interface in the
region close to the channel/drain boundary and (b) electron distributions in
energy at the drain/channel boundary for the conventional MOSFET with
constant bias scaling. The solid line is for a channel length of 0.3�m, the
dashed line for a channel length of 0.15�m, and the dotted line for a channel
length of 0.075�m:

we verified that no significant punchthrough takes place in the
structures.

In general, the electric field peaks just inside the lateral
diffusion region of the drain. The average energy peak is
located past the peak of the electric field, indicating that non-
local effects take place at small channel lengths. With quasi-
constant bias scaling, the peak electric field still increases with
decreasing channel length while there is a decrease of the peak
average energy (and associated energy distributions).

Simulations under constant-bias scaling provide a useful
limit case to understand transport behavior, although for
practical applications progressively lower bias voltages would
normally be used as gate lengths are shrunk. Fig. 2(a) shows
the distibution of the field parallel to the interface close to the
channel/drain boundary, which is indicated as zero reference in
the plots, for the three conventional MOSFET structures under
constant-bias scaling. Fig. 2(b) shows the energy distributions

Fig. 3. Electron distributions in energy at the locations with largest high
energy tails for the conventional MOSFET with constant bias scaling. The
solid line is for a channel length of 0.3�m, the dashed line for a channel
length of 0.15�m, and the dotted line for a channel length of 0.075�m:

of electrons at the channel-drain boundary, taking into account
all the particles in the entire cross section. At low energies,
where one can find most of the electrons, the curve for the
shortest device is noticeably higher, because of the greater
density of electrons in the channel. Interestingly, the high
energy tails of the distributions do not follow the increase
of the electric field with decreasing of size at this location, the
shortest device having the smallest energy tail.

The widest tails for the energy distributions are found inside
the drain, past the point of maximum field and the point
of maximum average energy. The energy distribution of the
0.075- m device attains its widest tail about 27.5 nm past
the channel-drain boundary, the 0.15-m device at 22.5 nm,
and the 0.3-m device at 17.5 nm. The energy distributions
at the locations with the widest high energy tails for the
three devices are plotted in Fig. 3. The smallest device has
the largest number of high energy electrons, as one would
have expected, but they appear deeper inside the drain. The
voltage drop in the drain is the reason for this behavior. As
the MOSFET is scaled, the channel resistance drops while the
resistances of source and drain remain approximately constant.
A large portion of the potential drop occurs across the region
of lateral diffusion in the drain, which extends from the end
of the channel to the end of the gate-to-drain overlap. The
potential drop across the drain is approximately 0.36 V for the
0.3- m device, and increases to 0.7 V in the 0.15-m device,
and 1.1 V in the 0.075-m device. The larger the potential
drop across the drain, the smaller the potential at the channel-
drain boundary for the same drain bias, and the less energy
the electrons can gain from the electric field when traveling
from the source to the end of the channel.

It is interesting to look at the drain current as well as
the substrate current and total gate injection current to obtain
an idea of the tradeoffs between reliability and performance
associated with each scaling technique. Fig. 4 shows the drain
current as a function of channel length with constant
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Fig. 4. Drain current as a function of channel length with constant bias
scaling for the conventional (solid line), LDD (dashed line), SOI (dotted line),
and EPI (dashed-dotted) MOSFET’s.

Fig. 5. Drain current as a function of channel length with quasi-constant
bias scaling for the conventional (solid line), LDD (dashed line), SOI (dotted
line), and EPI (dashed-dotted) MOSFET’s.

bias scaling applied to the four types of MOSFET’s discussed
above. The price in performance (in addition to the price in
area) for adding the LDD regions to the conventional device
can be appreciated. Although increases rapidly for both the
conventional and the LDD devices, the LDD device always has
a lower drain current than the conventional MOSFET with the
same channel length. The drain current increases more slowly
with constant bias scaling in the EPI and SOI devices than in
the conventional and LDD MOSFET’s, and the drain current
actually decreases with quasi-constant bias scaling, as shown
in Fig. 5.

As the drain bias is scaled, the only way to increaseis
to decrease the effective channel resistance. In quasi-constant
bias scaling, there are several parameters that change, which
affect the channel resistance (including channel length, gate
voltage, threshold voltage and oxide capacitance), and indeed
the general effect is that the resistance is decreased. The
drain and source resistances remain nearly the same in the

Fig. 6. Electron injection current density in the conventional MOSFET with
constant bias scaling. The solid line is for a channel length of 0.3�m, the
dashed line for a channel length of 0.15�m, and the dotted line for a channel
length of 0.075�m:

Fig. 7. Electron injection current density for the 0.075-�m conventional
MOSFET due to tunneling (solid line) and thermionic emission (dashed line)
for Vg = Vd = 3 V.

conventional device, decrease slightly in the LDD and SOI
devices, and increase slightly in the EPI MOSFET, with
scaling. The SOI and EPI devices have such small junction
depths that the source and drain resistances account for a
significant fraction of the resistance between the source and
drain contacts. The reduction of the channel resistance is not
enough to make up for the reduction of when quasi-constant
bias scaling is applied, so the drain current decreases. For the
conventional and LDD devices, the drain current still rises,
although at a much slower rate than when the bias is held
constant.

The injection current density into the oxide estimated by
the simulator is shown in Fig. 6 as a function of channel
coordinate for the three conventional MOSFET’s. Again,
the numerical values of the currents presented here are the
results of the ideal quantum mechanical model, and should
be taken as a qualitative reference, since the model is likely
to overestimate the rate of electrons that successfully transfer
from silicon to the oxide. Although the high energy tail for
the smallest device is smaller than the high energy tail for
the largest device at all points along the channel, the injection
current density is larger for the smallest device across its entire
length. Even though the electrons have less energy in the
0.075- m channel than the electrons in the 0.3-m channel, the
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Fig. 8. Gate injection current as a function of channel length with constant bias scaling for the conventional (solid line), LDD (dashed line), SOI
(dotted line), and EPI (dashed-dotted) MOSFET’s.

Fig. 9. Gate injection current as a function of channel length with quasi-constant bias scaling for the conventional (solid line), LDD (dashed line),SOI
(dotted line), and EPI (dashed-dotted) MOSFET’s.

thinner oxide in the smallest device causes its injection current
density to be larger. Fig. 7 shows the contribution of tunneling
and thermionic emission to the injection current. Thermionic
emission dominates at the drain, but tunneling contributes to
the injection current all along the channel.

Fig. 8 shows the total current injected into the oxide
as a function of channel length with constant bias scaling in

the four devices. The injection current is a function of the
heating of the electrons as they travel along the channel, the
number of electrons that flow down the channel and hit the
interface, and the field normal to the interface. In constant bias
scaling, these factors cause the injection current to increase in
all the devices, reflecting the longitudinal field increase due
to channel length reduction. At a channel length of 0.3m,
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Fig. 10. Substrate currentIsub as a function of channel length with constant bias scaling for the conventional (solid line), LDD (dashed line), SOI (dotted
line), and EPI (dashed-dotted) MOSFET’s. Injection current as a function of channel length with quasi-constant bias scaling for the conventional (solid
line), LDD (dashed line), SOI (dotted line), and EPI (dashed-dotted) MOSFET’s.

Fig. 11. Substrate currentIsub as a function of channel length with quasi-constant bias scaling for the conventional (solid line), LDD (dashed line),
SOI (dotted line), and EPI (dashed-dotted) MOSFET’s.

the EPI MOSFET has the highest injection current, followed
by the conventional, SOI, and LDD devices, in that order.
The devices are ranked in the same order when the average
energy peak is considered. The injection currents for the four
devices at a channel length of 0.075m are much closer to
one another than at 0. m

Fig. 9 shows the trends for the total oxide injection current
as a function of channel length, estimated with quasi-

constant bias scaling. The reduction of the bias causes the
injection current to drop in all cases, when scaling from 0.3 to
0.15 m The current appears to increase again when scaling
from 0.15 to 0.075 m, because of an increase in tunneling on
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the source side of the channel, due to the corresponding scaling
of the oxide thickness. This kind of behavior can be expected
when gate thickness and voltages are scaled according to
certain ratios. The tunneling component of the gate current,
that we observe within the limits of our model, is predominant
for the shortest devices because voltage scaling reduces the
electron high energy tails with less thermionic emission. If
the tunneling becomes sufficiently strong with oxide scaling,
the injection current goes back up originating the valley in the
plot. The details of the device structure do not seem to be very
important in this regime, leading to an injection current which
is approximately equal for all devices for the thinnest oxides
we examined. A more aggressive oxide scaling than used here
would cause an even larger tunneling contribution, so that
one should expect a reduction, or even the disappearance, of
the valley in the current curves. Some advanced commercial
devices are based already on a much more aggressive oxide
scaling to reduce even further gate bias voltages. Obviously,
there must be a finite limit to practical oxide thickness to
maintain a reasonable control of the tunneling current, which
should be carefully considered in such cases to ensure device
reliability. With extremely thin oxides the physical models
would require an additional level of sophistication, since the
presence of any traps in the oxide would greatly influence
tunneling processes.

The substrate current as a function of channel length,
obtained with constant bias scaling, is shown in Fig. 10.
(Again, for the SOI device, the “substrate current” is defined
as the current flow due to the holes generated by impact
ionization.) The rate of impact ionization events depends on
the heating of the carriers and the rate at which the carriers
flow through the channel. Most impact ionization events occur
where the high energy tail is the largest, near the interface and
inside the drain. At a channel length of 0.3m, the different
structures simulated show an amount of substrate current
which approximately reflects the respective peak average
energies for the bias considered. When the devices are scaled,

increases for all devices but not as quickly for the EPI
device. The same trend is observed when considering drain
current, peak electric field and average energy.

Fig. 11 shows the trends for the substrate current when
quasi-constant bias scaling is used. The current drops with
scaling for all types of devices, but particularly for the EPI
device, due to rapid reduction of drain current with channel
length. The LDD device still presents the lowest substrate
current, but the advantage with respect to the conventional
MOSFET structure is much less dramatic at small gate lengths,
particularly if the drain current penalty is also factored in.
When scaling even further, one has to expect that the doping
of the LDD region would have to be quite high, to the point
where there would be no advantage at all with respect to
the conventional structure. The additional processing steps
and the larger area required by LDD devices should also be
considered when making a global comparison between the
various structures. We explain the large comparative values of
the estimates for gate and substrate currents despite lower drain
currents in the EPI structures, by observing that the simulations
indicate fairly high average energies for this case.

VI. CONCLUSIONS

A full-band, ensemble MC simulator has been used to study
the trends of hot carrier behavior with scaling, examining
several MOSFET structures. Simulations with the constant bias
and quasi-constant bias scaling rules provide a clear illustration
of the role of hot electron effects when the gate length is
reduced into the deep submicron regime. Substrate and gate
currents have been estimated, based on the carrier distribution
in phase space determined by the MC simulations, showing
that as the gate length decreases, there is less advantage is
using an LDD MOSFET structure with respect to the simple
conventional MOSFET for hot carrier control.
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